T E N m T

Network Functions Virtualization

Fang-Tzu Hsu
2018/10/09

OO060



Outline

Introduction

Framework

NFV-resource allocation

NFV v.s. SDN

Joint Optimization of Virtual Function
Migration and Rule Update in Software

Defined NFV Networks



Introduction

o PR iy & #HE (Network Functions Virtualization, NFV)

— B gz AN H AN A R T
f. T #(Load Balance) ~ [ " 4 (Firewall) ~ IPS (lIntrusion

Prevention System )
— BT HEA KR 2 FEINE S E R g A ‘ﬁ'{%ﬁt‘ N
— - BT AR AT R AR 0 R kel AT A

»Ea Ke




Introduction

B s NFV

-_\

Ny

A TS . *ﬁF#
LA ERABE -ﬂ?@%ﬁ cREER B E

e BR 7 R

KRR RE SRR BE |« a0 R R

MAEEF L TR RS PR B AIE PIRE > FiE R

2R ELRLY LT o B B o

FAREEALBRALR o FHBAWIAHRTF > L X

SRR - R TS F B *%Mﬁ%ﬂiéﬁ&@ﬁ@%
al, e E‘F.”j;«*t B




Introduction

GS(ETSI Group Specification) :

— NFVR * % 1](Use Cases)
 https://www.etsi.org/deliver/etsi gs/nfv/001 099/001/01.01.01 60/gs nfv001v010101p.pdf

— NFVj#=3% = 2 (Terminology for Main Concepts in NFV)
» https://www.etsi.org/deliver/etsi gs/NFV/001 099/003/01.03.01 60/gs nfv003v010301p.pdf

— NFVZ = i (Virtualization Requirements)
 https://www.etsi.org/deliver/etsi gs/NFV/001 099/004/01.01.01 60/gs NFV004v010101p.pdf

— NFV+=2 (Architectural Framework)
 https://www.etsi.org/deliver/etsi gs/NFV/001 099/002/01.02.01 60/gs NFV002v010201p.pdf



https://www.etsi.org/deliver/etsi_gs/nfv/001_099/001/01.01.01_60/gs_nfv001v010101p.pdf
https://www.etsi.org/deliver/etsi_gs/NFV/001_099/003/01.03.01_60/gs_nfv003v010301p.pdf
https://www.etsi.org/deliver/etsi_gs/NFV/001_099/004/01.01.01_60/gs_NFV004v010101p.pdf
https://www.etsi.org/deliver/etsi_gs/NFV/001_099/002/01.02.01_60/gs_NFV002v010201p.pdf

Introduction

« Under the paradigm of NFV, traditional middleboxes are
managed as single modules of software, programmed to
play the role of a particular Virtual Network Function (VNF)

— allows modularity and isolation of each function
— be managed independently

— NFV facilitates installation and deployment of VNFs on general
purpose servers

— allowing dynamic migration of VNFs from one server to another,
that is, to any place of the network



Introduction

* An NS is built and deployed in NFV by defining its:
— 1) number of VNFs
— 1) their respective order in the chain

— 1i1) the allocation of the chain in the Network Functions Virtualization

Infrastructure (NFVI)

————— ————
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Introduction

One of the main challenges to deploy NFV is to achieve fast,
scalable and dynamic composition and allocation of NFs to execute
an NS.

However, since an NS requires a set of VNFs, achieving an efficient
services’ coordination and management in NFV raises two questions:
— 1) how to compose VNFs for a determined NS

— 2) how to efficiently allocate and schedule the VNFs

Resource allocation challenge in NFV-based networks.
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Framework

NFV Management and Orchestration
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Fig. 4. NFV Management and Orchestration.
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NFV-resource allocation

Virtual Network Embedding (VNE)

— embedding virtual networks in a SN
— VNE deals with the allocation of virtual resources both in nodes and links

— the VNE problem can be either offline or online.

« all the virtual network requests are known and scheduled in advance or arrive dynamically

and stay for an arbitrary duration

— VNE is known to be NP —hard
* mixed Integer Linear Programming (ILP) models
 heuristic or metaheuristic algorithms
* minimal complexity
— embedding cost, link bandwidth, QoS, economical profit, network survivability,

energy efficiency, security


簡報者
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NFV-resource allocation

e NFV-RA’s
— Input is a network service request composed of a set of VNFs
with precedence constraints
— resource demands that can be denoted by several Virtual
Network Function Forwarding Graphs (VNF-FGs)
e Resource demands may change depending of the traffic load

directed to them :

— bandwidth demands change depending on the ordering of VNF

Instances, whereas resource demands are mostly static in VNE


簡報者
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NFV-resource allocation

NFV-RA
— 1) VNFs - Chain Composition (VNFs-CC):
» how to concatenate the different VNFs efficiently in order to compose an NS?
 deploy customized and dynamic NFV-enabled network services

* most NFV-RA proposals consider the VNF-FG as an input of the problem
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NFV-resource allocation
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NFV-resource allocation

« Asingle VNF may be composed of multiple internal components,
and hence it could be deployed over multiple Virtual Machines

(VMs), in which case each VM hosts a single component of the VNF.
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NFV-resource allocation

e The orchestrator may trigger the migration of a VNF from a HVS to

another if necessary, to rearrange VNFs of several services, in order

to optimize the use and allocation of physical resources.

VM1 VM2
Header statEfUI
> | > Payload }—
e ogger A glyzer Alert

vm1 vm2 (o9
Gomte |t | B P e
(a) MSFC before scaling
Stateful
| e
vm1 vm2 S ﬁf%te
tatefu
G [ (L0 | B e

(b) Scaling out with traditional method

(c) Push-aside scaling up

17



簡報者
簡報註解
High Volume Server (HVS) 


e VNFs-

NFV-resource allocation

Scheduling (VNFs-SCH)

— The NFV infrastructure is comprised of several and different HVSs, therefore,
a proper scheduling of VNFs’ execution should be performed in order to
minimize the total execution time of the network services, and thus obtain

improved performance.

— The effectiveness, performance, and efficiency of the scheduling process can be

defined in terms of:

1) number of available HVSs in the NFV infrastructure so they can process the functions
composing the services

i) the computing capacity of each server to process all the assigned functions

iii) the complexity of the different network services, i.e., the number of functions
composing each service.



NFV-resource allocation

 VNFs - Scheduling (VNFs-SCH)
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8. VNFs Scheduling.
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NFV V.S. SDN

NFV
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Introduction

To simplify the network management and make efficient use of network
resources,

— Network function virtualization (NFV)

* run the network functions as software instances on commodity servers

— Software defined networks (SDNs)

» decouples the network control plane from the data plane
During network operation, network updates need to be implemented
frequently
— dynamically adjust the network configuration to meet the predefined QoS

— Virtual network functions (VNF) may need to be migrated from one server to

another to adapt to the network changes.



Introduction

o Study [7], [17], [18] have focused the problem of VNF placement and
migration
— to preserve consistency of NFV state so as to ensure the network service correctness during
migration

— the forwarding rules of flows shall also be updated accordingly to reserve the correctness of

network service semantics

* In SDN, the forwarding is determined by per-flow rule.

» During the process of network update, the controller instructs switches to add,

change or remove some rules.

[7] J. Liu, Z. Jiang, N. Kato, O. Akashi, and A. Takahara, “Reliability Evaluation for NFV Deployment of Future Mobile Broadband
Networks,” IEEE Wireless Communications Magazine, vol. 23, no.3, pp. 90-96, Jun. 2016.

[17] A. Gember-Jacobson, R. Viswanathan, C. Prakash, R. Grandl, J. Khalid, S. Das, and A. Akella, “OpenNF: Enabling Innovation in Network
Function Control,” in ACM SIGCOMM CCR, vol. 44, no. 4, pp. 163-174, 2015.

[18] S. Rajagopalan, D. Williams, H. Jamjoom, and A. Warfield, “Split/Merge: System Support for Elastic Execution in Virtual Middle-boxes.,”
in Proc. of NSDI, vol. 13, pp. 227-240, 2013. 25



Introduction

To avoid service disruption

— the update strategy must be robust with respect to various factors

 such as non-deterministic processing time on the switch to install or modify

rules

 transmission latency between the controller and the switches
All existing studies assume a given goal network.
In NFV-enabled environment, it is possible to shape the goal

network by flexibly migrating the VNFs according to the network

conditions towards various objectives.



Introduction

 In this paper, we are motivated to jointly investigate the

VNF migration and rule update in software defined NFV
networks.

e Migrating a VNF from one server to another migration cost

IS non-ignorable.

— Different migration decisions
o different migration cost

o different goal network topologies

« influence the forwarding rule update decisions and the update delay



Introduction

e QOur main contributions are summarized as follows:

— Address the VNF migration and forwarding rule update to

balance the migration cost and network update delay.

— Describe the problem into a mixed integer non-linear
optimization programming (MINLP) problem.
» polynomial-time two-stage heuristic algorithm
— Through extensive simulations, the high efficiency of our

heuristic algorithm performs much close to the optimal solution.



System model and problem
formulation

A. System Model

e consider a software defined NFV networks as a graph ¢ = (V, E)
— Vs the set of servers and switches
— E is the set of links between servers

— Some VNFs have already been deployed on some servers and we denote the set of VNFs

placed in server v € V as E,,.
* We assume that a set F of VNFs need to be migrated out of their current host server.
— K= | F | : the number of to-be-migrated VVNFs.
— By : traffic demand of flow through function f € F
— Ry : the number of flow entries that need to be installed per server to route flow on function f

— Py : the old routing path of flow on function f, the new path is denoted by P’f.



System model and problem
formulation

A path from a source server vgr to a destination server v, is defined as the list of
traversed servers {vsr = vy, vy, Uy, ..., Vk = Vgr}
The paths are loop-free and each server has only one next hop.

— ¢, the capacity of linke € E

— g, : the flow table size of swittchv € V

C, : the resource capacity on serverv eV
S¢ : the resource demand of function f € F

When a VNF f € F is migrated to server v € V, certain migration cost d¢ will be

incurred.

— the migration cost is proportional to the distance between servers



System model and problem
formulation

B. Problem Formulation

e 1) Migration Cost:

— As there are K to-be-migrated VNFs
» at most K steps to update the forwarding rules

» without violating the flow table size constraints
— x]’fv to indicate whether f is migrated to server vin step k € [1, K].

— For each to-be-migrated VNF f € F, it must be migrated to one server v € V
with enough resource to accommodate it eventually.

K
Y ) ok, =1VfeF

E=1velV

Z 'Ti;r' - S§+ Z Sp <Cy,VveVkell K|
feF freF,



System model and problem
formulation

* 2) Update Delay:
e To avoid congestion
— part of flows will be migrated to new path during each update step

- <y < 1:fraction of flows 0 € F upaated from the old pat to the new one In step
0 <yf <1: fraction of flows of VNF f € F updated from the old path Py to th Pi k

— ny, k € [1, K] : whether the rule update is finished at step k.
* The value of n; is determined by the value of y}‘

— mng =1ifand only if there exists a y}‘, Vf € F with value larger than 0

— otherwise, n, =0

A.
i
>y j,fu;z € [1,K]

* As long as the update is finished in step k, there will be no more update operations in the subsequent

steps.
ng = npy1, vk € [1, K — 1.



System model and problem
formulation

Analyze the link capacity constraints and flow table size constraints

of the problem.

Let [¥ and r;¥represent the traffic load on link e and the number of

rules on switch v in step k, respectively
l'g — ZfEF Bfﬂcffe are=1if link e € Pf; otherwise, ag,=0
During rule update process, the old path and new path may coexist.

— always guarantee that the total bandwidth requirement does not exceed

the link capacity L Z Bryfa', — Z Bryfage.
feF feF



System model and problem
formulation

3) Joint Optimization:

As migrating f to server v incurs cost d¢, the overall migration cost therefore can

be calculated as Zf;l D veV D feF 55"?1: - dy

As n;, indicates whether there is any rule update in step k, we can calculate the

total number of steps,

Taking all the constraints discussed above, we formulate the joint optimization

problem into MINLP form as:

K K
min : [ y: y: y: .-:rr?p'l_, -dy + Z nj.

k=1veV feF k=1
L' — T -
st. [ <e..Vee E. kel|l, K.
e = CenVEC <l l p € (0, 1) as a bias factor
I’: < Q’,_-.HI’ cVike ['_]_ j{]_ to balance the two issues.



Heuristic algorithm design

Algorithm 1 Relaxation-based VNF migration and rule update

: Phase 1: Solve the Relaxed Problem (12).
1 Relax the integer variable :zr';‘;‘v and ny,

1 Obtain a fraction solution = and n

: Phase 2: Round to 0-1 solution

F=F

: Vak, 0
- while F'" £ () do

the fractional solutions do not
reflect the actual VNF migration
and rule update decisions

the one with higher value shall
be with higher priority to be
converted into 1

Choose a maximum .'l?i-l,1 f e F", set Ijﬁv

=1

1
2
3
4
5
6
7
8
9

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:

Check the constraint (2)

if the ::urrentl}f selected m . 1s infeasible then

Set Llfl =10

Choose next = ’}1 with smaller value
else

FY=F"—f

Choose a maximum n;., set n, = 1

Regard nj. = 1 as known, resolve the problem (12).

Obtain fractional solutions r and n
end 1if
end while

min : 522 Z zfl (If-i-Zn;‘

k=1veV feF

st Iﬁ <e.,Vee E. ke [1.[\],
r* < q,,Yv € V.k € [, K],
(1), (2). (3) — (6).

until every virtual function in F
is migrated and all
corresponding rules are

updated
> 35



Performance evaluation
e On the effect of flow table size

1

—&— Optimal
== Joint
—&— Un—joint]

—&— Optimal
== Joint

—&— Un—joint |

The avreage migration cost
LA
The number of update steps

210 1 L 5 3 i i |
5 10 15 20 25 5 10 15 20 25
Flow table size Flow table size

(a) Migration cost (b) Rule update delay

* There are 20 service chains to update.
* When the flow table size is small, the number of forwarding rules that can be stored in the

flow table is limited.

e With the increase of flow table size, more rules can be stored in the flow table and hence

more locations become available to migrate and it is easy to update quickly.
36



Performance evaluation

e On the effect of the number of VNFs

—&— Optimal —&— Optimal

[ =*=" Joint : 4 - == Joint
—4— Un—joint :

—&— Un—joint

The number of update steps

I Il i i i i i . .
10 15 20 25 30 35 40 45 50 o 15 20 25 30 33

The number of VNFs The number of VNFs
(a) Migration cost (b) Rule update delay

The number of to-be-migrated VNFs varied from 10 to 50

For each switch, the flow table size 1s fixed as 15.

37



The avreage migration cost

Performance evaluation
* On the Effect of Bias Factor 8

11 ' 3.5 .
—=— DPlimul —&— Optimal
10 —-—-Jmm_ H A =#= Joint
—&— Un—joint ::::.. || —#— Un—joint
90} | z
2 25}
8o} B
T:, -1
70} 2
=
6o} = 1
2
sol T *
y
40 ' : : ! : ' ' '
0.2 0.4 0.6 0.8 [ 03, 0.2 0.4 0.6 0.8 I
p p
(a) Migration cost (b) Rule update delay

» Vary the value of § from 0 to 1.

* Consider 20 VNFs to migrate and the flow table size 1s 15 on each switch.

* When g is small, we emphasize more on the update delay.

 When g is close to 1, we almost fully focus on the migration cost and do not care
about the rule update delay.
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Conclusion

In this paper, we investigate the problem of VNF migration and forwarding
rule update

— aiming at minimizing the migration cost and rule update delay
We discover that the VNF migration has a deep influence on the rule update
decision and therefore they two shall be considered in a joint manner.
We formulate the joint optimization problem into an MINLP form.

— To address the computation complexity, we further propose a polynomial-time

heuristic algorithm based on linearization and relaxation.

By extensive simulations, we prove the correctness of our joint design

philosophy and the high efficiency of our algorithm.



The end.
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